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ABSTRACT
YouTube videos are one of the most effective platforms for disseminating creative material and ideas, and they appeal to a diverse audience. Along with adults and older children, young children are avid consumers of YouTube materials. Children often lack means to evaluate if a given content is appropriate for their age, and parents have very limited options to enforce content restrictions on YouTube. Young children can thus become exposed to inappropriate content, such as violent, scary or disturbing videos on YouTube. Previous studies demonstrated that YouTube videos can be classified into appropriate or inappropriate for young viewers using video metadata, such as video thumbnails, title, comments, etc. Metadata-based approaches achieve high accuracy, but still have significant misclassifications, due to the reliability of input features. In this paper, we propose a fusion model, called Samba, which uses both metadata and video subtitles for content classification. Using subtitles in the model helps better infer the true nature of a video improving classification accuracy. On a large-scale, comprehensive dataset of 70K videos, we show that Samba achieves 95% accuracy, outperforming other state-of-the-art classifiers by at least 7%. We also publicly release our dataset.
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1 INTRODUCTION
The emergence of social platforms with thousands of videos published every second, such as YouTube, TikTok, Facebook Watch, etc. has attracted users worldwide. Among them, YouTube is the most popular platform with an estimated 2.1 billion users, and more than a billion hours of content uploaded worldwide as of September 2021 [12].

When uploading a video, publishers are asked to self-categorize their content, e.g., whether it is appropriate for children. This is both a broad criteria (e.g., it could be appropriate for teenagers, but not for preschoolers) and a subjective one (publishers can lie). To make matters worse, much interaction with YouTube content happens through browsing of related or recommended videos, not through direct search. Users have no explicit control over content that will be offered to them by algorithms, and are thus exposed
to very diverse and potentially inappropriate or unwanted content, such as videos of real violence (e.g., murder, rape), fake information, discriminatory speech, emotional triggers for special audiences (e.g., suicide videos). While inappropriate content is a big problem for every user population, in this paper we focus on one specific group – children 5 years and younger. Such children are too young to make their own decisions about which content is appropriate for them, most of them cannot yet read, and are also too young to consistently follow parental rules. Thus, automated solutions are needed to identify and filter inappropriate content for such young audiences.

Platforms themselves (e.g. YouTube) may have some proprietary algorithms to classify video content for various audiences, but this is not publicized and we could find no information that such algorithms exist. Even as of May 2022, YouTube Kids shows videos promoting drug culture and firearms to toddlers [42, 44]. We were also able to discover hundreds of videos on YouTube Kids that are inappropriate for young children to watch, within a few minutes [15].

At TikTok, a feature called “Family Pairing” allows parents to link their child’s account to their own where they can control direct messages, set screen time limits, and turn on/off restricted content directly from their phone. However, inappropriate material is not flagged properly [27]. With a quick hashtag search, one’s child can access mature content. Because of the increase of promotion and inappropriate content, TikTok has been banned in several countries.

There is a wide range of studies on detecting videos inappropriate for young audiences [1, 10, 34]. However, all of them classify videos based on their metadata, such as comments and thumbnails, title and description, etc. Video metadata may not be very well aligned with the actual content of the video, hence it can lead to a low classification accuracy. Prior work only achieves classification accuracy of 60 – 84% on their datasets, and 88% accuracy on our dataset.

In this paper, we develop a novel content-based classifier that can efficiently distinguish inappropriate videos from appropriate ones, using both metadata and video subtitles. Use of subtitles along with metadata improves classification accuracy compared to metadata-only classifiers from 88% to 95%. Our contributions are summarized as follows:

A novel classification model for inappropriate videos for young children. We propose a novel machine learning model, Samba, which includes two stages of training and embeds videos’ subtitles and metadata, as shown in Figure 1. The first stage trains a word embedding model to represent semantically meaningful segments of subtitles and to accommodate subtitles of variable length. The second stage trains an end-to-end detection model with our proposed recurrent fusion module, including the output of the first stage and metadata encodings. The recurrent fusion module that we propose can selectively aggregate discriminative features across different input variants. Our model can be further generalized for other types of input (e.g., visual or audio). We publicly release our code\(^1\).

We evaluate Samba and several competing models on a manually collected, large and diverse dataset of appropriate and inappropriate videos for young children. We demonstrate that Samba outperforms metadata-based approaches by a large margin (of 7%), achieving 95% classification accuracy. We also show that other ML-based classification approaches (e.g., decision trees, random forests) that use subtitles, metadata or both achieve much lower accuracy than Samba.

Collection and release of a comprehensive, labeled dataset of YouTube videos that are appropriate and inappropriate for young children. We created this dataset systematically, by identifying various content categories that may be appropriate or inappropriate, based on publicly available sources for content categorization. We then sampled YouTube channels in these categories, labeled them manually and mined their content for our dataset. We ended up with 142 K videos, out of which we randomly sampled a balanced evaluation dataset of 70 K videos, with equal proportion of appropriate and inappropriate videos. We publicly release our dataset, so others can reproduce our results and further investigate video classification\(^2\).

Our work brings focus on social and ethical issues around video hosting platforms. Our work raises important social and ethical concerns around indiscriminately sharing content with wide audiences, and the need for developing technical solutions to prevent such problems. Young viewers are not the only ones at risk. Any vulnerable population (e.g., sexual violence survivors, people at risk for suicide, anorexia survivors, etc.) can be affected by content targeting their vulnerability. While hosting platforms could handle these concerns, their business model may not prioritize this. Our proposed approach can help develop client-based solutions to filter inappropriate content of any kind, given good-quality datasets for training.

Analysis and Recommendations. We discuss how our model can be used to improve safety of young audiences on YouTube, and chart some directions for future work, such as: (1) automatically identifying and tagging targeted demographics, kids vs. adults, during video uploads, (2) restricting videos on YouTube as a default setting and (3) extending our work to other platforms, or AI assistant devices, such as Alexa.

2 PROBLEM

YouTube is a video sharing service where users can watch, like, share, comment and upload their own videos. The videos also include additional information generated by their publishers, consumers and YouTube, known as metadata. Each YouTube video includes the following metadata:

- **Tags** are keywords that publishers can select for their own videos. The tags can help users find that content easily.
- **Title** of YouTube video, a required field on the platform.
- **Thumbnails** let viewers view a quick snapshot of YouTube videos. When a video gets uploaded, the publisher can choose a thumbnail from the three options that YouTube automatically generates using the video content, or upload another representative image.
- **Likes/ Dislikes** let a video creator know how viewers liked the content.
- **Views** represent the number of times a video is watched.

---

\(^1\)https://github.com/leminhbinh0209/samba

\(^2\)https://sites.google.com/view/samba-kids/
• **Comments** are posted by YouTube users, and visible publicly.
• **Duration** is the playing length of a YouTube video.
• **Video description** is the text shown below a video. It helps viewers find content and decide whether to watch a video or not. The publisher supplies this information.

The publishers can upload YouTube videos that may be targeted to specific demographics or audiences. However, this rating is subjective and can be manipulated by the publisher. Thus, many viewers get exposed to content that is not suitable for them to watch such as smoking fetish videos [28], videos about teenage suicide [11], body shaming [22], underage access to alcohol [3], etc. Young children is one audience being exposed to inappropriate content [4, 19, 24]. In 2015, Google released a children-oriented platform called YouTube Kids, which should allegedly host only child-appropriate videos, and parents can select a broad age-based category (e.g., preschooler) for their kid. Nevertheless, YouTube Kids still displays inappropriate content in many cases. A recent study from Common Sense Media on YouTube Kids [9] found that 27% of videos that were watched by kids 8 and under were intended for older target audiences, with violence being the most likely negative content type. Tech Transparency Project [42] found videos on YouTube Kids that talk positively about cocaine and crystal meth, give instructions on concealing a gun, encourage skin bleaching, and introduce diet culture to children.

Other platforms such as TikTok, and Facebook, are unsafe for kids too [43, 47]. Therefore, intelligent content filtering solutions are needed for users to prevent inappropriate videos being recommended to them or their children in the future. Such solutions could be deployed at client side, and customized to their viewing preferences.

3 RELATED WORK

Much research has focused on detecting inappropriate content on YouTube by analyzing the video metadata or video material. Carsten Eickhof and Arjen DeVries [16] investigate the metadata of YouTube videos including 18 features, such as number of views and likes, and introduce a binary classifier to distinguish suitable videos for children. Kaushal et al. [26] propose a machine learning classifier that considers three levels of input data types, including video, user, and comment-level features, for detecting the users that intentionally promote disturbing videos.

By inspecting profiles and comments of audience in popular children-oriented channels on YouTube, Araújo et al. [2] come to the conclusion that children under the age of 13 are easily exposed to unsuitable information and advertising. Using videos’ frames as the input, authors in [37] propose a recurrent deep neural network for identifying unsafe videos. By exploring the Elsagate phenomenon in the literature, Ishikawa et al. [23] develop a static- and motion-based deep learning model for detecting disturbing cartoon videos. To identify inappropriate videos, Tahir et al. [40] use audio and visual elements, video frames, embedded audio, and character motions. Papadamou et al. build a classifier, using metadata, to identify inappropriate content that targets toddlers on YouTube [34], Unlike previous works, we not only rely on metadata as features, but also utilize subtitles from YouTube, which helps us achieve better accuracy.

4 SAMBA: USING SUBTITLES AND METADATA FOR CLASSIFICATION

Prior research [34] achieves solid classification results for metadata-based classifier, 84% accuracy on their dataset and 87% accuracy on ours. But metadata can be easily manipulated by publishers. Publishers may want to misrepresent their content as suitable for kids to enlarge their audience, since larger audience leads to larger monetization. Some publishers may also be malicious and intentionally target children with inappropriate content [19]. Thumbnails, tags, and titles can be modified deceptively; comments can be locked, deleted or manipulated by paying users to leave specific, positive comments. Thus metadata-only classification is not sufficient to reliably identify inappropriate content.

Our work focuses on use of subtitles, in addition to metadata, for video classification. While there are some videos that only contain music, the majority of videos on YouTube has some spoken language, which gives the video its meaning. Thus, if publishers wanted to manipulate the spoken language in a video to misguide our classification, they would have to sacrifice the meaning of the videos, and thus lose a portion of their main audience. For example, videos showcasing horror games could modify the speech to be classified as appropriate for younger audiences, but they would then not appeal to teenagers and young adults, which is their main audience.

One approach to video classification could use only subtitles and not metadata. In Section 6, we show that such approach achieves substantial improvements over metadata-only classification, but still does worse than a combined subtitle-metadata approach, which we propose.

![Figure 1: Overview of our two-stage training classification approach. In the former stage (a), BERT model is trained for enriching subtitle’s representation vectors. The \( L_{pre} \) can be either contrastive loss or binary cross-entropy loss. In the classification training stage, (b) We apply Gated Recurrent Unit module for aggregating features from different input types of one video. Green arrows indicate flows of gradient.](image-url)
4.1 Samba Architecture

Figure 1 shows the architecture diagram of our proposed approach, Samba, including two stages of training. First, we fine-tune BERT [13] on segmented fixed-length chunks of a given subtitle. This is done to address input length limitation issues faced with very long texts. When chunk embeddings are produced by our fine-tuned BERT we feed all embeddings into Transformer Encoder [45]. We then average all the chunk encodings to obtain one fixed-length encoding for a given subtitle.

In addition to subtitles, our proposed architecture also ingests embeddings of metadata, namely tags, title, statistics (duration, the number of views, likes, dislikes, and comments) and thumbnail. We use approach from Papadamou et al. [34] to embed metadata. Finally a feature fusion is performed to combine the embeddings into a single embedding responsible for the classification. We use GRU [8] for feature fusion, so our model can selectively learn which features match or mismatch to promote or ignore.

4.2 Subtitle Embedding

We aim to produce a representation of video subtitles as a single vector. Ideally, our representation would capture not just presence of certain words in subtitles, but their semantic relationship with the rest of the subtitle text. To capture this relationship we use BERT [13] to fine-tune it on our subtitle data. We use the English-language BERTbase uncased model pre-trained on extremely large corpora for years, and focus on videos with English subtitles.

Due to input-text length restrictions with using BERT, and due to requirements of many machine-learning approaches for fixed-length inputs, we want to transform subtitles into a fixed-length representation. We split subtitles into smaller segments and fine-tune the pre-trained BERT model to extract useful embeddings for each segment.

Specifically, we average all the word embeddings in each segment applying the technique from [36]. This means that we pool segment embeddings by computing the mean of all output word embeddings, which does not include CLS-token. This gives us one embedding per segment, which has a dimension of $D$. $D$ is a customizable parameter. We use 768 as a default from BERT model.

Unsupervised contrastive learning of segment embeddings. We hypothesize that two subsequent segments within a given subtitle usually convey a similar context. Thus, we use contrastive learning on BERT segment embeddings to help our model learn similarities between subsequent segments in the same subtitle. This kind of learning needs at least two segments from a given subtitle. We split our subtitles into 100-word segments. If a segment is too short we pad it with PAD-token. However, if a segment is shorter than 60 words we will drop it instead of pad it, because it may lack sufficient information. We drop subtitles that are too short (less than 160 words)

During contrastive learning, we aim to minimize the distance between embeddings of two consecutive segments of a given subtitle, while maximizing the distance between segments from different subtitles or between non-consecutive segments within the same subtitle. For this particular task, we adopt Momentum Contrast (MoCo) for unsupervised representation learning [21]. Unlike traditional contrastive learning, MoCo uses two encoders, an encoder and a momentum encoder, where the latter is updated in step with the main encoder. Additionally, MoCo introduces a dynamic dictionary, which is updated with latent vectors obtained from the momentum encoder from the current mini-batch every iteration. A mini-batch contains encodings of segments from multiple videos.

Subtitle embeddings during end-to-end classifier training. We concatenate each segment embedding, produced by our fine-tuned BERT, for a given subtitle to obtain $N \times D$ matrix, where $N$ is the number of segments and $D$ is embedding dimension respectively. Since subtitles may have different number of segments, we pad the subtitles with zero vectors to match the length of the longest subtitle within a mini-batch. Finally, the input is passed into a simple Transformer Encoder architecture [45]. Transformer encoder outputs one encoding for each segment embedding. We average these encodings to obtain the final encoding for a given subtitle. We do not include padded vectors while averaging.

We have tried other metric learning methods (see Section 6.3), but the embeddings obtained using MoCo give us superior performance.

4.3 Metadata embedding

We follow the same approach as [34]’s to pre-process the metadata. In particular, each video’s thumbnail photo is embedded by a pre-trained Inception-v3 [39] to form a representation vector of 2048 dimensions. For the video’s title, it is encoded to one-hot vector, using the vocabulary of all titles in the training set. The videos’ tags are handled in the same manner as the titles. The remaining information about a video (i.e., duration, video category, the number of views, likes, dislikes, and comments) is all embedded into one vector, with each value taking a separate sub-vector. The title and tags of a video are embedded into an $N$-dimensional vector space using a long-short term memory (LSTM) network. Statistics features and thumbnail image’s representation are fed forward through multi-layer perceptrons to produce similar-size embedding vectors.

4.4 Feature Fusion and Downstream Classifier

In this stage we combine subtitle embedding with metadata embedding into an end-to-end training model. The model learns how different features and their combinations influence the final classification (appropriate/inappropriate) using a recurrent neural network (RNN) in recurrent fusion step.

Recurrent fusion. To combine subtitle and metadata embeddings we find inspiration in the work of Kar et al. [25], which uses the Gated Recurrent Unit (GRU) [7, 8] to fuse multiple unordered features of one object under different views to form one representation feature. We propose to use GRU to aggregate embedding features from different video’s input features and build up our end-to-end training model, dubbed Samba (Subtitle and meta-data based ensemble architecture). Intuitively, the GRU’s hidden states selectively update the discriminative information by running through all the input features. Therefore, GRU module can learn which features it should pay attention to and when to ignore mismatching features that might affect the model’s prediction. In our experiment, we empirically observe that the order of feature sequence has a relatively low effect on our model’s performance.

The trained recurrent fusion model becomes our classifier. In evaluation, we freeze the transformer encoder and recurrent fusion
model, encode subtitles and metadata in the same way as during training and use the outputs of recurrent fusion model as classification outputs.

5 DATASET

While Papadimou et al. [34] released a dataset of 4,797 videos that they used in their research, we found that this dataset was too small to evaluate our model. Deep learning-based classifiers, such as BERT, achieve better classification accuracy when trained on large datasets, including hundreds of thousands of samples [6]. Also, 30% of videos, which were available at the time Papadimou et al. [34] performed their research, have since been removed from YouTube. Among the 70% videos that remain available, only 30% have subtitles and hence, are not sufficient to do a large scale evaluation of our approach. We thus decided to collect our own dataset, and release it publicly at [41].

5.1 Channel Selection

We needed hundreds of thousands of videos, along with their ground truth labels (appropriate or inappropriate) for our evaluation. It would have been difficult to manually classify each video in such a large dataset. Instead, we decided to identify YouTube channels that may host a certain kind of appropriate or inappropriate content for young audiences, classify the channel manually and apply the same ground-truth label to each video on the channel.

To acquire a diverse set of appropriate and inappropriate content, we used the definitions of what is appropriate from YouTube guidelines [49] and FTC’s Children’s Online Privacy Protection Act (COPPA) [17]. This led us to define the following kinds of channels that may be inappropriate: classic cartoons edited to have inappropriate text or visuals, gaming content for adults, adult cartoons, toy destruction videos, deceptive channels targeting children, family channels demonstrating child abuse, frightening or violent videos, age-inappropriate how-to videos, television or movie scenes with adult content, supernatural phenomena, pranks, and music videos with adult content. In addition to these categories, we also consider videos that contain irrelevant content for children as inappropriate, such as news videos, late night shows, etc. Our dataset includes 80 inappropriate channels, some of which are shown in Table 1 as examples.

We also identified categories of content that can be considered appropriate for children. These include: nursery rhymes, video game plays without any inappropriate content, kids’ toy demonstrations, toy ratings, children’s music or dance performances, unedited cartoons and animations for young children, educational kids’ videos, and animal videos. These categories are selected based on the use of animated characters, the age of characters or models, child-oriented activities and incentives, and simple language or content appropriate for a general audience. Our dataset includes 80 appropriate channels, and some example channels are provided in Table 1. To identify specific channels we included in our dataset, five paper authors individually looked for channels in each of our appropriate or inappropriate categories, using simple manual YouTube searches. Each person watched roughly 5 to 10 videos of a selected channel to ensure that they all fit in a given category.

5.2 Labeling Appropriate and Inappropriate Content

To label the data, we manually review each channel by inspecting their channel content, video content, channel titles, video titles, thumbnails and tags in YouTube. Each channel is presented to four annotators who inspect the channel content and assign either of the following labels. Appropriate. A video is labeled as appropriate when its content is appropriate for toddlers and preschoolers (aged 1-5 years) and it is relevant to their typical interests. Inappropriate. A video is labeled as inappropriate when it contains inappropriate visual content, language or both, or it contains content irrelevant/uninteresting to young viewers. Snippets of a few inappropriate videos are provided in Figure 2.

Four annotators (authors of this paper), independently label each channel that they did not originally contribute to the dataset. Statistics about the number of channels that were labeled, and videos with and without subtitle per class are shown in Table 2. Discrepancies were resolved by the author who recommended the channel as fifth vote.
Table 3: Number of videos in each category of training and test set in our dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Appropriate Videos</th>
<th># Inappropriate Videos</th>
<th># Total Videos</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>24.6K</td>
<td>24.6K</td>
<td>49.2K</td>
</tr>
<tr>
<td>Test</td>
<td>10.4K</td>
<td>10.4K</td>
<td>20.8K</td>
</tr>
</tbody>
</table>

Inter-annotator agreement. We compute the agreement across the raters using Bennett et al.’s S score [20, 46]. The S score value that we get is 0.85, which indicates a strong agreement between raters. While Cohen’s Kappa [30] measures the overall agreement between two raters, Bennett et al.’s S score is one of the common techniques used for calculating inter-annotator agreement for more than two raters, as in our case. It accommodates the percentage of rater agreement that might be expected by chance, instead of just the simple agreement between raters, as with Cohen’s Kappa [30].

Data crawling. Each YouTube video has one unique identification code (ID). We use this ID to download metadata for processing on Google Cloud. We use Google API googleapiclient library in Python to send a request with a video’s ID to Google Cloud to download the videos, and then we extract the video’s metadata: channel titles, video titles, thumbnail photos, tags, duration, video category, the number of views, likes, dislikes, and comments (statistics). Separately, we also obtain the video’s subtitles using YouTube APIs.

Ethics. We collect only the data that is publicly available on the Web and do not (1) interact with online users, nor (2) imitate any logged-in activity on YouTube or other platforms. Therefore, the IRB approval was not required for this work.

5.3 Balanced Subset and Metadata
Using the dataset that the annotators labeled (see statistics in Table 2), we create a well-balanced subset for training and evaluation purposes, shown in Table 3. The subset is created by randomly selecting a large number of videos with subtitles, with an equal number of appropriate and inappropriate videos. To avoid any bias, we ensure that not only the videos should be different between the training and testing set (Table 3), but the channels should also not be repeated between the training and testing set. We present some meaningful statistics about the metadata of the balanced subset that we use for training and testing as follows.

Observation 1: Appropriate videos have more views than inappropriate videos. Figure 3a shows the logarithm of number of views for the appropriate and the inappropriate videos of the balanced subset, with appropriate videos having significantly more views.

Observation 2: Appropriate videos have more likes than inappropriate videos. Figure 3b shows the logarithm of number of likes for the appropriate and the inappropriate videos in the balanced subset, with appropriate videos having many more likes.

Observation 3: Inappropriate videos receive more comments than appropriate videos. Figure 3c shows the logarithm of number of comments for the appropriate and the inappropriate videos in the balanced subset, with inappropriate videos receiving many more comments.

6 EVALUATION
We evaluate Samba along with several competing approaches using our balanced subset (Section 5.2). It contains 70 K videos (50% appropriate, 50% inappropriate) and we use 49 K for training (70%) and 21 K for testing (30%).

6.1 Evaluation Settings
We evaluate Samba on our dataset, and compare its performance with several competing approaches. To highlight the benefits of Samba over classical machine learning approaches we evaluate:
Naïve Bayes, K-nearest neighbor, decision tree, support vector machines (SVM), and random forest. We apply these approaches separately to metadata and to subtitles, and then to their combination, to evaluate both the ability of unsophisticated models to detect inappropriate content, and how much each feature type contributes to classification accuracy. When applying classifiers to subtitle input, we use TweetTokenizer module from nltk [5] library to tokenize subtitles. Next, we employ word2vec module from gensim library [35] to embed the tokens into N-dimensional vectors. Classifiers are trained and evaluated using these vectors.

**Metadata-based models.** In addition to baselines, we also compare to closest related work that uses metadata for classification – [34]. We reimplement their approach and train and evaluate it on our dataset.

**Subtitle-based models.** To evaluate how well a subtitle-only model performs (without metadata), we evaluate BERT [14] and three recent improvements – RoBERTa [32], XLNet [48] and SimCSE-BERT [18]. We train these models on fixed-size segments of subtitles, but do not combine the final embeddings. Instead, in evaluation, we classify each segment of the subtitles separately. We then assign to the entire video a majority label (> 50%) of its segments.

### 6.1 Classification stage

In our classification stage for Samba, we adopt AdamW [33] as our optimizer and train the model for 3 epochs with the learning rate of $2e^{-3}$. For the contrastive approach, the queue size is set to 512, whereas the momentum and temperature parameters are set to 0.9 and 0.07, respectively.

### 6.2 Comparison with Baselines

Table 4 summarizes the performance of all methods for accuracy (percentage of accurate classifications), precision (percentage of inappropriate classifications that are correct), recall (percentage of inappropriate videos that are correctly classified) and F1 score (geometric mean of precision and recall).

Baseline methods achieve accuracy of 55–82% on metadata, 56–79% on subtitles, and 62–79% on both metadata and subtitles. These classifiers rely only on immediate features and their combinations, and do not mine deeper relationships between metadata or subtitle segments, which leads to their low accuracy. Subtitle-based classification performs comparable to metadata-based classification with each baseline classifier. BERT and its improvements do better on subtitle-only datasets, when compared to classic machine learning models, and achieve 85–88% accuracy. Papadamou et al. [34]’s model achieves the best performance out of competing approaches, using only metadata, with an accuracy of 88%. It outperforms other metadata-only approaches by at least 9%. Samba outperforms all metadata-based and subtitle-based approaches. Our proposed model proposed by Papadamou et al. [34]. We follow recommendations by the authors. At the penultimate layer, we concatenate all embedded vectors horizontally to form a general representation vector of one video. Finally, it is forwarded to an output layer and the whole model is then trained by Adam [29] optimizer in 64 epochs.

Transformer-based models for subtitles data. First, we partition subtitles into small chunks of length 100 each. Next, we fine-tune pre-trained BERT [14, 38], RoBERTa [32], XLNet [48], and SimCSE-BERT [18], respectively, to embed sentences and optimized them with binary cross entropy loss at the output. In the inference stage, we perform conservative voting from all chunks for one subtitles and deciding the final class. BERT and XLNet achieve their best performance at the threshold of 0.6, while it of SimCSE and RoBERTa is 0.5.

For our proposed Samba model, we use the learning rate of $1e^{-3}$, excepting $1e^{-4}$ for the subtitle model. The best model is obtained upon the best validation accuracy at every epoch.

All models in our experiments are trained on a single GeForce RTX 3090 24GB GPU with Intel Xeon Gold 6230R CPU @ 2.10GHz, and their hyper-parameters are empirically fine-tuned by grid search.
method Samba with contrastive learning achieves superior accuracy, precision and recall of 95%, 94% and 96%, respectively. This is because our model captures the context and semantic meaning of an entire subtitle by learning relationships between pairs of segments via contrastive learning, and by learning how metadata and subtitle embedding relate to the final classification of the video with GRU-based fusion module.

If the training set and testing set include the same channels but different videos, Samba achieves superior accuracy (up to 0.99). However, we present a more realistic and conservative evaluation design in the paper, because in real deployment the classifier cannot predict which channels a user will watch.

### 6.3 Ablation Study

Next, we describe our ablation study related to the alternatives of GRU-based feature aggregation, subtitles pre-training methods, and our experiment regarding videos without subtitles.

#### 6.3.1 Aggregation methods.

Given embedding vectors of five input data types, i.e., thumbnail photo, headline, statistics, tags, and subtitles, we have tested several approaches for aggregating them into one representation vector for a video. We evaluate three common approaches -- averaging, concatenating, and attention method (Lin et al. [31]) -- against our approach using GRU. Classification results are shown in Table 5. Averaging does slightly better (accuracy 88%) than concatenation or attention method (accuracies 84% and 82% respectively), but GRU outperforms them all by at least 7% (accuracy 95%).

#### 6.3.2 Pre-training methods of subtitles embedding.

Next, we also provide a study on subtitle embeddings in Table 6. We evaluate and compare various pre-training methods with the method we use in Samba, which is contrastive learning [21].

**Binary pre-training.** We customize the BERT model to output appropriate/inappropriate labels for each segment. Specifically, given the embedding vector output from BERT, we perform a simple classification, by passing it through another feed forward Artificial Neural Network (ANN) layer, and train our network with cross-entropy (CE) Loss. Unlike the unsupervised approach, this approach promotes segment embeddings to correspond to one of the target classes (appropriate or inappropriate). **SimCSE.** Gao et al. introduced SimCSE [18] as a simple contrastive learning framework that advances the state-of-the-art sentence embeddings. We include SimCSE pre-trained on a combination of MNLI and SNLI datasets, provided by the authors, along with SimCSE pre-trained on our dataset directly, denoted with asterisk.

Results are shown in Table 6. Contrastive learning methods outperform the supervised binary pre-training by at least 4% in accuracy. The method we use in Samba, MoCo [21], achieves the best performance over all four metrics.

#### 6.3.3 Videos without subtitles.

Some videos on YouTube have no subtitles, which means that we would have to rely only on metadata for classification. We simulate this situation by masking the all subtitles’ embedding by zeros and validate our model on the test set. Samba achieves 93% accuracy, which is still quite high compared to [34], even though they both only leverage metadata in this experiment. Samba’s superior performance occurs because of our proposed recurrent fusion module combines feature vectors in a more sophisticated manner (using GRU [8]) than Papadamou’s approach of concatenating all feature vectors.

### 7 RECOMMENDATIONS

In this section, we discuss how our work could be used to improve experience of YouTube consumers.

**Automatically identifying targeted demographics, kids vs. adults, during video upload:** YouTube can use classifiers to automatically identify the targeted demographics during video uploads, instead of allowing publishers to self-label content categories. This will aid in applying automatic filters for kids during video searches and recommendations, e.g., on YouTube Kids.

**Default settings for restricted mode on YouTube:** By default, YouTube’s restricted mode is off. Turning this setting on by default will enforce a safer YouTube experience.

**Extending our work to other platforms:** Inappropriate content for kids is pervasive at other video-sharing platforms too. Even more broadly, other online platforms, such as Facebook, Instagram, Google search, which serve a mixture of textual, graphical and video content should consider how to categorize this multimodal content and enforce protections for young audiences. Our approach could help here, because we already integrate subtitles and metadata in our model, and could extend this to other types of content. Online content classification is challenging not only because content categorization is difficult, but also because a client device used to access content can be shared between users of different age. Future work is thus needed on both content classification and on ongoing user identification.

**Identifying inappropriate content for different audiences.** While our current paper focuses on identifying appropriate content for young audiences, similar classifiers could be developed for any vulnerable audience. For example, domestic violence survivors could benefit from filters that identify and block violent content and teenagers could benefit from filters that identify and block content that promotes violence, drug and alcohol use, unsafe sex, suicide, bullying, cyberbullying and eating disorders. Such classifiers could be developed in the same manner as our classifier, one would just need to collect sufficiently a large, labeled dataset.

### 8 LIMITATIONS AND FUTURE WORKS

Our work focuses on using metadata and subtitles to classify videos as appropriate or inappropriate. Some videos may have no subtitles, which may lower our classification accuracy. In Section 6, we show that Samba’s accuracy decreases when subtitles are not present, but remains higher than accuracy of other, competing approaches.

Our dataset and our study only uses videos with English subtitles, which is a limitation. Further study and a larger, more diverse dataset are needed to evaluate if same accuracy trends apply to videos with subtitles in other languages.

In some cases, inappropriate content in a video may be due to visual representations (e.g., blood/gore superimposed on regular cartoons) or non-speech audio, which may not be reflected in subtitles or metadata. In those cases, visual and audio information would need to be mined from videos and included in classification.
Table 4: Performance of different methods using different input data. Samba outperforms all other approaches.

<table>
<thead>
<tr>
<th>Method</th>
<th>Data Subtitles</th>
<th>Metadata</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>✓</td>
<td></td>
<td>0.59</td>
<td>0.56</td>
<td>0.91</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.60</td>
<td>0.62</td>
<td>0.60</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.62</td>
<td>0.66</td>
<td>0.52</td>
<td>0.58</td>
</tr>
<tr>
<td>K-Nearest</td>
<td>✓</td>
<td></td>
<td>0.74</td>
<td>0.70</td>
<td>0.85</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.65</td>
<td>0.69</td>
<td>0.55</td>
<td>0.61</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>✓</td>
<td></td>
<td>0.70</td>
<td>0.70</td>
<td>0.69</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.79</td>
<td>0.75</td>
<td>0.86</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.56</td>
<td>0.58</td>
<td>0.43</td>
<td>0.49</td>
</tr>
<tr>
<td>SVM</td>
<td>✓</td>
<td></td>
<td>0.68</td>
<td>0.69</td>
<td>0.68</td>
<td>0.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.66</td>
<td>0.69</td>
<td>0.59</td>
<td>0.64</td>
</tr>
<tr>
<td>Random Forest</td>
<td>✓</td>
<td></td>
<td>0.79</td>
<td>0.78</td>
<td>0.80</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.55</td>
<td>0.56</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.62</td>
<td>0.59</td>
<td>0.76</td>
<td>0.66</td>
</tr>
<tr>
<td>BERT [14, 38]</td>
<td>✓</td>
<td></td>
<td>0.86</td>
<td>0.85</td>
<td>0.86</td>
<td>0.86</td>
</tr>
<tr>
<td>RoBERTa [32]</td>
<td>✓</td>
<td></td>
<td>0.85</td>
<td>0.82</td>
<td>0.89</td>
<td>0.86</td>
</tr>
<tr>
<td>XLNet [48] (NeurIPS’19)</td>
<td>✓</td>
<td></td>
<td>0.85</td>
<td>0.80</td>
<td>0.93</td>
<td>0.86</td>
</tr>
<tr>
<td>SimCSE-BERT [18] (EMNLP’21)</td>
<td>✓</td>
<td></td>
<td>0.87</td>
<td>0.86</td>
<td>0.88</td>
<td>0.87</td>
</tr>
<tr>
<td>Papadamou et al. [34] (AAAI’20)</td>
<td>✓</td>
<td></td>
<td>0.88</td>
<td>0.86</td>
<td>0.92</td>
<td>0.89</td>
</tr>
<tr>
<td>Samba (ours)</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 5: Ablation study on aggregation methods for representing one video’s features.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Averaging</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>Concatenating</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>Attention</td>
<td>0.82</td>
<td>0.82</td>
<td>0.82</td>
<td>0.81</td>
</tr>
<tr>
<td>GRU</td>
<td>0.95</td>
<td>0.94</td>
<td>0.96</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 6: Ablation study on Samba with various pre-training methods of sentence embeddings. We also trained SimCSE on our dataset, indicated by (*).

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised</td>
<td>0.88</td>
<td>0.89</td>
<td>0.88</td>
<td>0.88</td>
</tr>
<tr>
<td>SimCSE [18] (EMNLP’21)</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>SimCSE*</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>MoCo</td>
<td>0.95</td>
<td>0.94</td>
<td>0.96</td>
<td>0.95</td>
</tr>
</tbody>
</table>

9 CONCLUSION

Rapid growth of popular video-based entertainment platforms, which allow anybody to freely broadcast their creative works, has resulted in a large number of videos that are inappropriate for different audiences. In this paper, we developed a large-scale, comprehensive dataset that contains both metadata and subtitle data characterized for appropriate and inappropriate videos for young children. Furthermore, we proposed a novel machine learning model that can effectively detect inappropriate videos by aggregating their subtitle representation and metadata features. Adding subtitles to metadata improves classification accuracy. Our model is also robust in cases when subtitle data is missing or is present in a different language (and thus effectively not part of our model).
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